Robust anomaly detection for multivariate time series through temporal GCNs and attention-based VAE
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A B S T R A C T

Anomaly detection on multivariate time series (MTS) is of great importance in both data mining research and industrial applications. While a handful of anomaly detection models are developed for MTS data, most of them either ignore the potential correlations between different variables or overlook the different importance of variables at each time period in MTS, which leads to poor accuracy in anomaly detection. In this paper, we propose a novel unsupervised MultiVariate Time series ANomaly deTection framework (MUTANT), which simultaneously models the correlations between variables and the importance of variables at each time period. Specifically, we construct a feature graph for variables in each time window and perform graph convolutional network (GCN) to learn embeddings for all variables, which effectively captures the time-varying correlations between variables in MTS. Then, we propose an attention-based reconstruction model to learn robust latent representation to capture normal patterns of MTS by modeling the importance of variables based on time dependencies along with time dimension. Our evaluation experiments are conducted on four real-life datasets from different industrial domains. Experimental results show that MUTANT significantly outperforms state-of-the-art MTS anomaly detection methods, achieving an average anomaly detection F1-score higher than 0.96. The source code is available at https://github.com/Coac-syf/MUTANT.

1. Introduction

Anomaly detection has been widely studied in different domains [1] (e.g., log messages, time series, graphs, etc.), aiming at finding which instances significantly deviate from the other observations in the same dataset [2]. In this work, we mainly study the problem of anomaly detection in Multivariate Time Series (MTS for short hereafter), which has attracted much attention in data mining community. A large amount of MTS data is generated by sensors in industrial devices, such as server machines [3], spacecrafts [4], robot-assisted systems [5]. Anomaly detection for MTS is widely used to monitor the status of the devices in the application domain of manufacturing industry and IT systems [6–9].

Generally, it is preferred to identify entity anomalies at the entity-level directly using MTS, rather than at the metric-level using univariate time series [4,5,7,8,10]. In this work, we focus on detecting the overall anomalies of the MTS of each monitored entity. However, detecting anomalies at entity-level is very challenging. Firstly, due to the lack of labeled anomalies in historical data, and the unpredictable and highly varied nature of anomalies, supervised learning methods are infeasible. Secondly, for a complex real-world system, several monitoring metrics are often related to each other due to their intrinsic connections (e.g., related sensors in a water treatment plant), thus an incident at an entity type may cause anomalies in multiple metrics. Single univariate time series cannot reveal information on these global properties. Therefore, anomaly detection on multiple univariate time series does not perform well for MTS. Thirdly, there may exist strong temporal dependencies in MTS data. Due to this reason, many classical unsupervised approaches, e.g., distance/density-based methods [11–14], and density estimation methods [15–18], perform poorly since they cannot capture temporal dependencies along with time dimension.

Previous studies towards this end, have made significant efforts on anomaly detection for MTS. For instance, Hundman et al. [4] leverage LSTM to detect anomalies in multivariate time-series metrics of spacecraft based on prediction error. Su et al. [8] propose a stochastic recurrent neural network, OmniAnomaly, which captures the normal patterns of MTS by learning data
representations through stochastic latent variables. DAEMON [10] combines the autoencoder and adversarial training and designs two groups of generators and discriminators to learn the normal pattern of MTS and thereafter uses the reconstruction error to detect anomalies. InterFusion [19] simultaneously models the intermetric and temporal dependency for MTS, which learns the normal patterns in MTS through hierarchical VAE with two stochastic latent variables. GDN [20] uses an attention-based graph neural network (GNN) to learn the relationship between different sensors, and additionally provide explainability for the detected anomalies using attention weights. However, these works either use RNN models to model time series while ignore the potential inter-relationships between variables (metrics) in MTS [4,5,7,8], or adopt GNNs to capture multivariate correlations explicitly but ignore the different importance of variables at each time period in MTS [20,21]. In this work, we aim to learn robust latent representations to capture normal patterns in MTS, considering both the correlations between variables and the importance of variables based on temporal dependencies at each time period.

Nevertheless, there are still two major challenges that remain to be solved for our goal. The first challenge is how to learn the time-varying correlations between variables in MTS. MTS is comprised of a group of univariate time series (i.e., variables), and some variables in MTS often show an inconsistent pattern with other variables due to their intrinsic connections in complex real-world systems. Consequently, in the MTS anomaly detection systems, it is very necessary to consider the correlations between variables. The second challenge is how to capture the time dependencies on time series and learn the importance of variables for reconstruction-based anomaly detection. Although there exist correlations between variables, the importance of different variables to anomaly detection is different, and the importance is also different in different time periods. That is, the importance of each variable to reconstruction-based anomaly detection is also time-dependent in MTS. None of existing methods consider modeling the importance of variables along time dimensions in MTS anomaly detection.

To tackle the aforementioned challenges, we propose a novel unsupervised Multivariate Time series Anomaly Detection framework (MUTANT) based on GCN and Variational Auto-Encoder (VAE) architecture. Specifically, we first construct a feature graph based on variables’ features for each time window in MTS, and then we perform Graph Convolutional Network (GCN) to learn the embedding vectors for all variables in each time window, which effectively captures the time-varying correlations between variables in MTS. In addition, we design an attention-based reconstruction model, consisting of an LSTM-based attention module that learns the importance of variables in each time window based on time dependencies in the time dimension and a VAE module that learns the latent intrinsic representation for each observation to capture “normal patterns” of MTS. Furthermore, we use end-to-end training to optimize our model by a joint learning objective function. Our experimental evaluation on four benchmark datasets demonstrates that our proposed MUTANT significantly performs better than state-of-the-art MTS anomaly detection methods, achieving up to 7.18% improvement in terms of F1-score.

We highlight the key contributions of this work as follows:

- We propose a novel reconstruction-based MTS anomaly detection framework, considering both the time-varying correlations between variables and the importance of variables based on temporal dependencies at each time period in MTS.
- We propose an attention-based reconstruction model that jointly learns the importance of variables via the proposed LSTM-based attention module and the robust representation for observations via VAE to capture “normal patterns” of MTS.
- We conduct extensive experiments on four real-life MTS datasets to demonstrate the superiority of our model when competing with state-of-the-art baselines, achieving up to 7.18% improvement in terms of the F1-score. Furthermore, the ablation study also verifies the rationality of our designed sub-modules, and robustness evaluation with respect to noise is also investigated.

2. Related work

Anomaly detection on univariate time series. Anomaly detection in time series is a challenging and interesting task that has been studied extensively [22]. Yahoo EGADS [3] is a general and scalable framework for detecting anomalies in large-scale time series by using a combination of anomaly detection and forecasted modules with an anomaly filtering layer. Twitter [23] proposes a method called the Seasonal Hybrid Extreme Study Deviation test (S-H-ESD), which can detect both local and global anomalies in time series. In 2017, Google [24] tested the performance of deep learning models (including DNNs, RNNs, and LSTMs) for anomaly detection on their datasets and achieved the expected results. The rapid development of neural networks provides a solid foundation for improving the accuracy of anomaly detection. DSPOT [25] uses extreme value theory to detect anomalies in streaming univariate time series without making assumptions about the distribution of the raw data or manually setting thresholds. LAKE [16] and ADAF [26] are proposed to detect anomalies in high-dimensional data using layer-constrained VAE and autoregressive flow models, respectively. Donut [27] is a VAE-based unsupervised model that detects anomalies in seasonal KPIs. SR-CNN [28] applies Spectral Residual (SR) in the domain of visual saliency to anomaly detection and combines with Convolutional Neural Networks (CNN) to improve the model’s performance. Nevertheless, these methods focus on unit time series and cannot be directly applied to anomaly detection on multivariate time series.

Anomaly detection on multivariate time series. To detect spacecraft anomalies, LSTM-NDT [4] applies LSTM for MTS prediction, and then determines anomalies using prediction error. EndDnc-AE [7] is an LSTM-based encoder–decoder model to obtain latent patterns of multi-sensor time series by reconstructing normal data, then identifying anomalies based on reconstruction errors. DAGMM [15] combines deep AE and Gaussian Mixture Model (GMM) to detect anomalies. But this method does not involve the time dependency of the data, so it is only suitable for multivariate variables (not MTS). USAAD [29] is a model with one encoder and two decoders, which uses the idea of adversarial training to train the model, so as to increase the gap between normal data and abnormal data. DAEMON [10] combines the autoencoder and adversarial training, and designs two groups of generators and discriminators to obtain the normal patterns of MTS, and thereafter uses the reconstruction error to detect anomalies. These two methods expect to widen the gap between normal data and abnormal with the idea of adversarial training but do not take into account the time dependence of the sequence.

In order to solve this problem, LSTM-VAE [5] replaces the feed-forward network in VAE with LSTM to obtain temporal dependencies. Similarly, OmniAnomaly [8] combines VAE with GMM and uses stochastic variable connection and planar normalizing flow to improve the performance of the model, finally determining anomalies according to the reconstruction probabilities. MScRED [9] constructs a multi-scale representation matrix to capture system states at multiple levels and uses attention-based ConvLSTM to capture temporal relationships. And MAD-GAN [6] uses LSTM-RNN as the base model to capture temporal dependencies and embeds them into the framework of GAN while utilizing
the generator and discriminator of GAN to detect anomalies. However, these methods only focus on the most basic characteristics of time series data, that is, the time dependence of data, but ignore the relationship between variables and the importance of different variables.

InterFusion [19] uses hierarchical VAE with two stochastic latent variables to obtain the normal patterns of MTS. AMSL [30] is a self-supervised MTS anomaly detection model, which improves the generalization ability of the model through a convolutional autoencoder. TimeAutoAD [31] is also a self-supervised detection model. This method proposes three strategies to generate pseudo-negative time series based on training data, and distinguish the generated data from the original data by comparing the loss, so as to improve the monitoring performance of the model. ELM-AD [32] is a cluster-based anomaly detection method for multivariate time series. This method combines the multivariate ELM-MI framework with the dynamic kernel selection method and determines the kernel in ELM-MI through clustering. Nevertheless, the above methods treat all variables in MTS equally and fail to capture the time-varying correlations between variables in detecting anomalies.

**Graph Neural Networks.** GNNs have achieved great success as a common model for processing graph-structured data. In general, the theory of GNNs believes that the feature of the current node is affected by the feature of its neighbor nodes. GCN [33] obtains the representation of a node by aggregating representations of its one-step neighbors. Based on this idea, graph attention network (GATs) [34] assigns different weights to different neighbors through an attention function when aggregating the representation of neighbors, so as to reflect the different influences of different neighbors on the current node. Related variants have also been successfully applied to anomaly detection of MTS, for example, [21] utilizes two parallel graph attention (GAT) layers to capture temporal and spatial dependencies respectively. GDN [20] is also a method based on graph attention neural network, which mainly obtains the relationship between different sensors, and judges abnormality according to whether it deviates from these relationships. GNN-DTAN [35] is a method based on a graph neural network, it uses the graph construction module in the model to extract the relationship between features. The trained model is then used to predict the data, and the anomaly score between the predicted and actual values is calculated. Although graph-based methods consider the relationship between variables, they ignore that the effects of different variables are different for anomaly detection.

### 3. Problem statement

**Definition 1 (Multivariate Time Series, or MTS).** Multivariate time series is a time series of successive observations which are collected at equal-space timestamps, defined as \( \mathbf{X} = \{ \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_t \} \), where \( n \) is the length of \( \mathbf{X} \), each observation \( \mathbf{x}_i \in \mathbb{R}^m \) is a \( m \)-dimensional vector at time point \( t(1 \leq t \leq n) \): \( \mathbf{x}_i = \{ x_{i1}, x_{i2}, \ldots, x_{im} \} \), and \( m \) is the number of variables [8].

Given an MTS \( \mathbf{X} \) as training input, the objective of unsupervised MTS anomaly detection is to identify whether an unseen observation \( \mathbf{x}_t \) (\( t > n \)) is anomalous or not. For time series modeling, historical values are beneficial for understanding the current time point. Therefore, we define a time window of length \( r \) at given time point \( t \): \( \mathbf{W}_r = \{ \mathbf{x}_{t-r+1}, \ldots, \mathbf{x}_{t-1}, \mathbf{x}_t \} \). The original time series \( \mathbf{X} \) can be transformed into a sequence of time windows \( \mathcal{W} = \{ \mathbf{W}_1, \mathbf{W}_2, \ldots, \mathbf{W}_n \} \) to be used as training input, and a time window \( \mathbf{W}_r \) instead of observation \( \mathbf{x}_t \) is used to calculate the anomaly score.

Based on the above definitions, we next formally define our studied problem as follow:

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Key notations and their definitions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notation</td>
<td>Definition</td>
</tr>
<tr>
<td>( \mathbf{X} = { \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_n } )</td>
<td>A multivariate time series</td>
</tr>
<tr>
<td>( \mathbf{x}_t \in \mathbb{R}^m )</td>
<td>The observation at time ( t )</td>
</tr>
<tr>
<td>( \mathbf{W}_r )</td>
<td>The time window at time ( t )</td>
</tr>
<tr>
<td>( \mathbf{x}' )</td>
<td>All values of ( r )th variable in ( \mathbf{X} )</td>
</tr>
<tr>
<td>( n )</td>
<td>The length of ( \mathbf{X} )</td>
</tr>
<tr>
<td>( m )</td>
<td>The number of variables</td>
</tr>
<tr>
<td>( \tau )</td>
<td>The length of time window</td>
</tr>
<tr>
<td>( \mathcal{G}_r )</td>
<td>The feature graph of ( \mathbf{W}_r )</td>
</tr>
<tr>
<td>( \mathbf{A}_r )</td>
<td>The adjacency matrix of ( \mathcal{G}_r )</td>
</tr>
<tr>
<td>( \hat{\mathbf{A}}_r, \hat{\mathbf{x}} )</td>
<td>The learned embeddings of ( \mathbf{W}_r )</td>
</tr>
<tr>
<td>( \hat{\mathbf{x}} )</td>
<td>The weighted embeddings of ( \mathbf{W}_r )</td>
</tr>
</tbody>
</table>

**Problem 1 (MTS Anomaly Detection).** Given an MTS \( \mathbf{X} \), the goal of our anomaly detection problem is to calculate an anomaly score for an unseen observation \( \mathbf{x}_t \) (\( t > n \)), and then a binary label \( y_t \) (e.g., \( y_t = 1 \) indicating an anomaly, \( 0 \) for not) is determined by compared against a threshold.

The key notations used in this paper are summarized in Table 1.

### 4. Methodology

In this section, we present the details of our proposed MUTANT (as shown in Fig. 1), consisting of two key components: (i) Temporal GCN, and (ii) Attention-based reconstruction module. Temporal GCN aims to obtain the representation vectors for variables, which implies the potential connections between different variables in each time window. Attention-based reconstruction module attempts to capture the normal patterns of MTS by learning their robust latent representations with LSTM-based attention and VAE, and uses the reconstruction errors to determine anomalies.

Although GCN, LSTM, and VAE are common models in anomaly detection, there is no previous method to integrate the models together, so as to achieve the purpose of considering the time dependence of time series, the relationship between variables, and giving different weights to different variables. Most importantly, from the subsequent experimental results, the performance of MUTANT is significantly better than that of all state-of-the-art MTS anomaly detection methods on the evaluated real-world datasets.

#### 4.1. Temporal graph convolutional network

MTS is usually continuously collected by multiple sensors, and at the same time or interval, variables collected from different sensors are often related. For example, in a medical monitoring system, the multiple sensors on the same patient are correlative. When the patient is in a sudden condition, they may change drastically at the same time. If the connections between them can be expressed and used in anomaly detection, it will naturally be helpful to detect anomalies.

In this work, we try to build the connections between variables in MTS and obtain more reasonable representations for all variables in each time window according to such connections for anomaly detection. GCNs have been widely used in graph representation learning and have achieved great success [36–39]. To better capture the connections between different variables, we introduce the GCN model to learn the representations for variables in each time window.

To adapt to the GCN model, we first use \( k \)-NN method to construct a feature graph \( \mathcal{G}_r = \{ \mathcal{V}, \mathcal{E} \} \) for each time window \( \mathbf{W}_r \).
in $\mathbf{X}$, where each node $v_i \in \mathcal{V}$ is a variable, and each variable is connected with its most related $k$ variables by an edge. Specifically, the value of each variable $v_i$ in the current time window is regarded as its features, i.e., $f_i^t = \{x_{i}^{t-r+1}, \ldots, x_{i}^{t-1}, x_{i}^{t}\}$. We first calculate the correlation coefficient matrix $\rho \in \mathbb{R}^{m \times m}$ among $m$ variables in the feature space. In this paper, we employ the Pearson correlation coefficient (Eq. (1)), which is a popular way to obtain the correlation coefficient between two vectors.

$$\rho_{ij} = \frac{\text{Cov}(f_i^t, f_j^t)}{\sqrt{\text{Var}(f_i^t) \text{Var}(f_j^t)}}$$  \hspace{1cm} (1)

where $\text{Cov}(f_i^t, f_j^t)$ is the covariance of $f_i^t$ and $f_j^t$, $\text{Var}(f_i^t)$ is the variance of $f_i^t$, and $\text{Var}(f_j^t)$ is the variance of $f_j^t$.

We use adjacency matrix $\mathbf{A} \in \mathbb{R}^{m \times m}$ to represent the graph $G_i$, where $\mathbf{A}_{ij} = 1$ denotes that there is an edge between nodes $v_i$ and $v_j$.

To capture the potential inter-relationships between variables, we employ graph convolution operation on each graph $G_i$ to aggregate the features of variables from their neighborhood variables. Following [33], we perform the following layer-wise propagation rule in a multi-layer convolution network:

$$H_i^{(l+1)} = \text{ReLU}(\sum_{j \in \mathcal{N}(i)} \mathbf{A}_{ij} H_i^{(l)} + \mathbf{W}_i^{(l)}),$$  \hspace{1cm} (2)

where $\mathbf{W}_i^{(l)}$ is a layer-specific trainable weight matrix, $\mathbf{A} = \mathbf{A} + \mathbf{I}$, and $\mathbf{D}_i = \sum_{j \in \mathcal{N}(i)} \mathbf{A}_{ij}$, $H_i^{(0)} = \mathbf{W}_i$, and $H_i^{(l)} \in \mathbb{R}^{m \times d}$ is the output of $l$th layer for time window $W_i$, where $d$ is the embedding dimension.

The final output of temporal GCN is the time-varying embedding vectors of all variables in each time window $W_i$, denoted by $\tilde{\mathbf{X}}_i = H_i^{(l)}$.

4.2. Attention-based reconstruction module

After obtaining the embedding vector of each variable, we use a reconstruction model to better obtain the essential characteristics contained in the MTS for anomaly detection. This module mainly includes two parts: LSTM-based attention and VAE-based reconstruction module.

4.2.1. LSTM-based attention

Although an MTS includes multiple variables, the importance of each variable is definitely different for anomaly detection. And the importance of variables on different time windows may also be different. In addition, the time dependencies of variables on time series are essential for anomaly detection.

To capture the time dependence on MTS and learn the importance of different variables in different time windows, we propose an LSTM-based attention mechanism to achieve this goal. This is because many previous works have proved that LSTM can successfully obtain the time dependence of time series.

Compared with other advanced attention models, the attention mechanism based on LSTM is simpler and more efficient. It can greatly reduce the training time and complete the function of weighting variables. As shown in Fig. 2, in each LSTM unit, we take the embedding vectors of variables in the time window as input and obtain the weights of variables in the current time window through a linear layer and a softmax layer. Then, we use the weighted embedding vectors as the input of the LSTM unit to obtain the weights of variables in the next time window. Each LSTM unit has two transmission states $c_t$ and $h_t$, and $c_t$ is limited by three gates, i.e., forget gate $f_t$, input gate $i_t$ and output gate $o_t$.

The formulation of LSTM-based attention is as follows:

$$f_t = \sigma(\mathbf{W}_f[h_{t-1}; \tilde{\mathbf{X}}_t] + b_f),$$  \hspace{1cm} (3)

$$i_t = \sigma(\mathbf{W}_i[h_{t-1}; \tilde{\mathbf{X}}_t] + b_i),$$  \hspace{1cm} (4)

$$o_t = \sigma(\mathbf{W}_o[h_{t-1}; \tilde{\mathbf{X}}_t] + b_o),$$  \hspace{1cm} (5)

$$c_t = f_t \odot c_{t-1} + i_t \odot \tanh(\mathbf{W}_t[h_{t-1}; \tilde{\mathbf{X}}_t] + b_c),$$  \hspace{1cm} (6)

$$h_t = o_t \odot \tanh(c_t),$$  \hspace{1cm} (7)

where $[; ; ]$ denotes concatenation operation, $h_{t-1}$ is the previous hidden state, $\tilde{\mathbf{X}}_t$ is the current input, $\sigma(\cdot)$ is sigmoid function, $\odot$ is element-wise multiplication, and $\mathbf{W}_f, \mathbf{W}_i, \mathbf{W}_o, \mathbf{W}_t, \mathbf{W}_c, b_f, b_i, b_o, b_c$ are learnable parameters.

More specifically, in each LSTM unit, we first concatenate $h_{t-1}$, $c_{t-1}$ and $\tilde{\mathbf{X}}_t$, and feed them into the linear layer to obtain $\tilde{w}_t$. Then, after softmax layer conversion, the final weight $w_t$ for all variables is obtained. The formulation of this process is:

$$\tilde{w}_i^t = \tanh(\mathbf{W}[h_{t-1}; c_{t-1}; \tilde{\mathbf{X}}_t] + b),$$  \hspace{1cm} (8)

$$w_i^t = \frac{\exp(\tilde{w}_i^t)}{\sum_{j=1}^{m} \exp(\tilde{w}_j^t)},$$  \hspace{1cm} (9)

$$\tilde{\mathbf{X}}_t^i = \tilde{\mathbf{X}}_t^i \odot w_t^i,$$  \hspace{1cm} (10)

where $\tilde{\mathbf{X}}_t^i$ is the embedding vector of $i$th variable in time window $W_t$, and $\tilde{\mathbf{X}}_t = [\tilde{\mathbf{X}}_t^1, \tilde{\mathbf{X}}_t^2, \ldots, \tilde{\mathbf{X}}_t^m]$ is the output of LSTM-based attention multiplying the embeddings of the variables by the corresponding weights. Afterwards, $h_{t-1}, c_{t-1}$ and $\tilde{\mathbf{X}}_t$ are fed into LSTM unit to obtain the $c_t, h_t$ for the next time window.

Since the input of LSTM units is the embedding vectors of the consecutive time windows, the LSTM-based attention module can capture the time dependencies on MTS and convert the dependencies into the weights of variables in different time windows, so that different variables play different roles in anomaly detection.
4.2.2. VAE-based reconstruction module

Although we use temporal GCN to obtain the embeddings of variables in each window and employ LSTM-based attention to capture the time dependencies in the time dimension, for unsupervised anomaly detection, how to measure the difference between normal samples and potential abnormal samples is vital. That is, how determining whether a sample differs significantly from most samples in X is crucial for anomaly detection.

VAE [40] has been widely applied in MTS anomaly detection models [4,8,10] due to its ability to obtain latent patterns of high-dimensional data. In this work, we also leverage VAE to simultaneously train the reconstruction module and guide the learning of variable weights in LSTM-based attention.

VAE compresses high-dimensional input to a low-dimensional latent representation \( \tilde{z} \), by dimensionality reduction, and then reconstructs \( \tilde{x} \) by \( z \). Assuming that \( z \) obeys the prior distribution \( p_0(x) \), \( \tilde{x} \) can be sampled from the posterior distribution \( p_\theta(Z|\tilde{x}) \). However, it is very challenging to calculate the joint distribution \( L(x, \tilde{x}) \). To achieve the best detection performance, we implement end-to-end training for our model by designing a joint learning objective function. Below we formally define the joint learning objective function to obtain the result of global optimization.

First, for unsupervised learning, we use the following binary cross-entropy loss function through negative sampling to optimize the temporal GCN model:

\[
\mathcal{L}_{\text{GCN}} = - \sum_{(i,j) \in \Omega} \log \sigma(\langle \tilde{x}_i \rangle \tilde{x}_j) - \sum_{(i,j) \in \Omega^-} \log \sigma(-\langle \tilde{x}_i \rangle \tilde{x}_j),
\]

where \( \tilde{x}_i \) is the embedding vector of ith variable in time window \( W_i \), \( \Omega \) denotes the set of positive node pairs in \( G_t \), and \( \Omega^- \) is the set of sampled negative node pairs. That is, if \( i, j \in \Omega^- \), then \( A^i_{ij} = 0 \). Our purpose is to maximize the similarities between the positive embeddings and minimize the similarities between the node embeddings in the negative samples simultaneously.

Second, we use the Eq. (11) to train our reconstruction module. Finally, we combine \( \mathcal{L}_{\text{GCN}} \) and \( \mathcal{L}_{\text{re}} \) to jointly train our model through hyperparameter \( \alpha \), which is used to balance the importance of representation learning and reconstruction model. The joint objective function of our model is:

\[
\mathcal{L}_{\text{joint}}(\theta) = \mathcal{L}_{\text{GCN}} + \alpha \mathcal{L}_{\text{re}},
\]

where \( \theta \) denotes all parameters need to be trained, including \( W^i_j, \phi, \theta, \phi \), and \( \theta \).

Algorithm 1 Pseudo-code of MUTANT framework under the guidance of loss function

**Input:** Multivariate time series \( X \), parameters \( n, \tau, \kappa \).  **Output:** The value of loss.

1: for \( t=\tau \) to \( n \)
2: \( W_t = X[t+1:t] \)
3: \( \rho \leftarrow \text{Pearson}(W_t) \)
4: \( G_t \leftarrow k-\text{NN} \)
5: \( \tilde{x}_t \leftarrow \text{GCN}(G_t) \)
6: \( \tilde{x}_t \leftarrow \text{LSTM based Attention}(\tilde{x}_t) \)
7: \( \tilde{x}_t \leftarrow \text{VAE}(\tilde{x}_t) \)
8: end for
9: Calculate \( \mathcal{L}_{\text{joint}} \) using Eq. (13)
10: Back propagation and update parameters in MUTANT
11: Return \( \mathcal{L}_{\text{joint}} \)

**Fig. 2.** The architecture of LSTM-based attention module.
is the number of variables. The VAE’s computational complexity is $O(e_d)$. For LSTM-based attention, the computational complexity is $O(Nm)$, where $N$ is the number of edges in feature graph $G$, $d$ is the dimension of embedding. For LSTM-based attention, the computational complexity of LSTM is $O(nm^2)$, where $n$ is the length of MTS, $m$ is the number of variables. The VAE’s computational complexity is $O(nmd + nm^2 + n^2m^2)$.

4.4. Online detection

After training the MUTANT, we can use it to identify whether an observation at a time point $t$ in the MTS (denoted as $x_t$) is anomalous or not. Notice that the input of MUTANT is a time window $W_t$, instead of $x_t$, and output is reconstructed input, i.e., $\tilde{x}_t$. The difference between $\tilde{x}_t$ and $x_t$, i.e., reconstruction error, is adopted as the anomaly score in our model, which is denoted as $s_t$, i.e., $s_t = (\tilde{x}_t - x_t)$. A small anomaly score means the input $W_t$ can be well reconstructed. Because we train our MUTANT on the normal data, the model learns how to reconstruct normal data and also successfully captures the hidden normal patterns in MTS. Therefore, when the reconstruction error of an observation is small, it means that it conforms to these patterns. On the contrary, a higher reconstruction error means it does not fit these patterns, and it may be an outlier. Namely, if an observation has a higher anomaly score, it is more likely to be an anomaly.

4.5. Time complexity analysis

We now analyze the time complexity of our proposed MUTANT for detecting anomalies in MTS. MUTANT is mainly composed of three sub-modules including the temporal GCN module for acquiring the relationship of variables, the LSTM-based attention module for learning the importance of variables based on time dependencies in the time dimension, and the VAE module for obtaining the normal mode of MTS. For the temporal GCN, we use GCN to aggregate first-order neighbors’ features. Therefore, the time complexity of temporal GCN is $O(N_e d)$, where $N_e$ is the number of edges in feature graph $G$, $d$ is the dimension of embedding. For LSTM-based attention, the computational complexity of LSTM is $O(nm^2)$, where $n$ is the length of MTS, $m$ is the number of variables. The VAE’s computational complexity is $O(nmd + nm^2 + n^2m^2)$. Therefore, the total time complexity of MUTANT is $O(N_e d + nm^2 + n^2m^2)$.

5. Experiment

In this section, we first introduce the details of four evaluation datasets and the competitive algorithms. We study the effectiveness of our proposed MUTANT on four datasets compared to state-of-the-art baseline methods, and a hypothesis test is designed to prove the performance significance of the proposed MUTANT. We then focus on the ablation study to verify the effect of each component in our model. Finally, the parameter sensitivity and robustness of our model are discussed.

5.1. Datasets

We conduct extensive experiments on four publicly available real-world datasets.

- **Mars Science Laboratory (MSL) rover** and **Soil Moisture Active Passive (SMAP) satellite** are two public real-world expert-labeled datasets from NASA [4]. Each dataset contains a training set and a test set, and anomalies in the testing set are labeled. They contain the data of 27 and 55 entities each monitored by 55 and 25 metrics (variables), respectively.

- **Secure Water Treatment (SWaT) dataset** is collected from an industrial water treatment plant that produces filtered water [42]. The dataset [43] contains 11 days of continuous operations, including 7 days under normal conditions and 4 days under attack scenarios.

- **Water Distribution (WADI) dataset** is collected from the WADI testbed, which consists of 16 days of continuous operation: 14 days under normal conditions and 2 days with attack scenarios.

The detailed statistics of four datasets are summarized in Table 2.

5.2. Evaluation metrics

We use Precision, Recall, and F1-score to evaluate the performance of our proposed model and baselines, which are defined as:

$$\text{Precision} = \frac{TP}{TP + FP}, \quad \text{Recall} = \frac{TP}{TP + FN},$$

$$F1 - score = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}},$$

where $TP$ is the True Positives, $FP$ is the False Positives, and $FN$ is the False negatives.

In reality, anomalies often last for a short period of time, and there will be continuous anomalies in MTS. Therefore, a point-adjusted way to measure the detection performance is proposed in [27]. This method proposes that if any observation in the ground truth anomaly segment is detected as abnormal, then the ground truth anomaly segment is considered to be successfully detected, and all observations in the segment are considered to be correctly detected outliers. In this work, the point-adjusted method is adopted to calculate the evaluation metrics.

5.3. Baselines

We compare our MUTANT against the following baselines:

- **LSTM-NDT** [4] - An LSTM-based prediction network that determines anomalies based on the prediction error. A pruning strategy is proposed to improve the accuracy of detection.

- **LSTM-VAE** [5] - A reconstruction-based model that replaces the feed-forward network in the VAE with LSTM to capture the temporal dependence of the data.

- **OmniAnomaly** [8] - A VAE-based reconstruction model that uses GRU to obtain temporal dependencies, and adopts stochastic variable connection and planar normalizing flow to improve detection accuracy.

- **USAD** [29] - An unsupervised framework with one encoder and two decoders, whose learning is inspired by GANs to increase the gap between normal data and abnormal data.

---

1. https://github.com/khundman/telemanom
Anomaly detection accuracy in terms of precision, recall, and F1-score on four datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>MSL</th>
<th>SMAP</th>
<th>SWaT</th>
<th>WADI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F1-score</td>
<td>Precision</td>
</tr>
<tr>
<td>LSTM-NDT</td>
<td>0.9690</td>
<td>0.6932</td>
<td>0.8082</td>
<td>0.8455</td>
</tr>
<tr>
<td>LSTM-VAE</td>
<td>0.9147</td>
<td>0.7486</td>
<td>0.8234</td>
<td>0.7164</td>
</tr>
<tr>
<td>OmniAnomaly</td>
<td>0.9369</td>
<td>0.8502</td>
<td>0.8869</td>
<td>0.9640</td>
</tr>
<tr>
<td>USAD</td>
<td>0.8710</td>
<td>0.9536</td>
<td>0.9104</td>
<td>0.7607</td>
</tr>
<tr>
<td>MTAD-CAT</td>
<td>0.9374</td>
<td>0.8801</td>
<td>0.9078</td>
<td>0.9029</td>
</tr>
<tr>
<td>GDN</td>
<td>0.9050</td>
<td>0.8052</td>
<td>0.8522</td>
<td>0.7685</td>
</tr>
<tr>
<td>ELM-AD</td>
<td>0.8124</td>
<td>0.8603</td>
<td>0.8356</td>
<td>0.9242</td>
</tr>
<tr>
<td>InterFusion</td>
<td>0.8853</td>
<td>0.9073</td>
<td>0.8962</td>
<td>0.9515</td>
</tr>
<tr>
<td>DAEMON</td>
<td>0.9103</td>
<td>1.00</td>
<td>0.9533</td>
<td>0.9299</td>
</tr>
<tr>
<td>AMSL</td>
<td>0.9559</td>
<td>0.8756</td>
<td>0.9139</td>
<td>0.9431</td>
</tr>
</tbody>
</table>

The best results are shown in bold. To fully demonstrate the performance of our MUTANT, Table 3 shows the obtained performance results for all methods on the four public datasets, where the best results are shown in bold. To fully demonstrate the performance of baseline methods, for each method, we test all possible anomaly thresholds and report the highest F1-score.

As we can see, MUTANT significantly outperforms all baseline methods in terms of F1-score on all tested datasets. More specifically, experimental results indicate that MUTANT achieves average gains of 3.74% F1-score in comparison to the best-performed baseline across all tested datasets, reaching up to 7.18% on SWaT. MUTANT even achieves average gains of 4.09% as compared to state-of-the-art AMSL on the four datasets. Considering that the average performance gain in MTS anomaly detection reported in recent works [21,29] is usually around 1.14–1.4% in F1-score, this performance improvement achieved by our MUTANT is significant. This is because our MUTANT effectively captures the connections between different variables in MTS and their importance in different time windows for reconstruction-based anomaly detection through our designed modules.

5.5. Overall performance

We compare MUTANT with eight unsupervised methods for the detection of MTS anomalies to demonstrate the overall performance of our MUTANT. Table 3 shows the obtained performance results for all methods on the four public datasets, where the best results are shown in bold. To fully demonstrate the performance of baseline methods, for each method, we test all possible anomaly thresholds and report the highest F1-score.

As we can see, MUTANT significantly outperforms all baseline methods in terms of F1-score on all tested datasets. More specifically, experimental results indicate that MUTANT achieves average gains of 3.74% F1-score in comparison to the best-performed baseline across all tested datasets, reaching up to 7.18% on SWaT. MUTANT even achieves average gains of 4.09% as compared to state-of-the-art AMSL on the four datasets. Considering that the average performance gain in MTS anomaly detection reported in recent works [21,29] is usually around 1.14–1.4% in F1-score, this performance improvement achieved by our MUTANT is significant. This is because our MUTANT effectively captures the connections between different variables in MTS and their importance in different time windows for reconstruction-based anomaly detection through our designed modules.

Both MTAD-GAT and GDN are GNN-based anomaly detection methods, which consider the dynamic connections between multiple variables in MTS. In addition, MTAD-GAT also combines the forecast-based model and the reconstruction-based model to detect anomalies, while GDN leverages only the forecasting model for anomaly detection. However, they all ignore that the impact (importance) of different variables in detecting anomalies is different. Results show that MTAD-GAT achieves acceptable performance on MSL and SMAP datasets, while GDN presents a lower performance on MSL and SMAP datasets. Since ELM-AD is a cluster-based anomaly detection method, it weakens the dependence of data on time and ignores the relationship between variables, making the detection result not ideal.

Additionally, according to the experimental results reported in [10], our MUTANT is also significantly better than state-of-the-art DAEMON on MSL, SMAP, and SWaT datasets. Specifically,
MUTANT achieves an average 5.1% improvement in terms of F1-score over DAEMON on large-scale MTS data, i.e., SMAP and SWAT. Furthermore, MUTANT also performs better than InterFusion on all tested datasets. In particular, MUTANT achieves average gains of 4.37% as compared to InterFusion on SWAT and WADI according to the reported F1-score in [19].

In summary, MUTANT achieves the best detection performance on either multi-entity MTS with dozens of variables or single-entity MTS with hundreds of variables, suggesting that our proposed model effectively captures the correlations between variables in MTS and learns the reasonable importance of these variables in each time window for reconstruction-based anomaly detection.

5.6. Hypothesis testing

To further demonstrate the superiority of MUTANT, we conduct hypothesis testing experiments. Specifically, we statistically evaluate MUTANT against all baselines on four datasets via t-test. For each pair of comparison methods, we define null hypothesis $H_0$ and the alternative hypothesis $H_1$:

$$H_0 : A \approx B$$
$$H_1 : A < B$$

where $A$ is the experimental result of one of the above-mentioned baselines on a certain dataset, and $B$ is the detection result of MUTANT in the corresponding dataset. We compute the $p$-value for each test and check the hypothesis at $p = 0.05$ significance level. We perform the t-test on the three evaluation metrics: precision, recall, and F1-score, and the specific statistical evaluation results are shown in Table 4. Notice that the source code of DAEMON is not publicly available, thus we cannot do the hypothesis test with this method. Since InterFusion’s running time is very long, we directly adopt the reported F1-score results on the large-scale datasets SWAT and WADI in their paper. Therefore, we also do not take the hypothesis test with InterFusion on SWAT and WADI datasets.

As shown in Table 4, all t-test results of precision, recall and F1-score are significant at $p = 0.05$. Especially in F1-score, MUTANT significantly outperforms all the baseline methods at $p = 0.05$. Thus, we can reject the null hypothesis $H_0$ and accept alternative Hypothesis $H_1$. Namely, the detection performance of our proposed MUTANT is significantly better than those of all baselines.

This experiment also demonstrates that the improvement of our MUTANT over state-of-the-art baselines is statistically significant in detecting anomalies for MTS.

5.7. Ablation study

To verify each component of MUTANT, we further conduct the ablation study. We compare our model with two carefully designed variations. Despite the changed part(s), all variations have the same frame structure and parameter settings. The performance of all variations in terms of F1-score on four datasets are shown in Fig. 3.

- **MUT\_GCN** - This variation removes the temporal GCN module, and directly uses time window $W_t$ as the input of the reconstruction module.
- **MUT\_Att** - In this variation, we remove the LSTM-based attention mechanism, and directly feed the learned embeddings of variables into VAE for reconstruction.

**Effect of temporal GCN.** The comparison between MUT\_GCN and MUTANT highlights the effectiveness of the temporal GCN in MTS anomaly detection. From Fig. 3, we can observe that MUT\_GCN performs worse than MUTANT on all datasets, and even performs the worst on the WADI dataset. Specifically, MUTANT significantly improves 46.02% over MUT\_GCN in terms of F1-score on the dataset with hundreds of variables (i.e., WADI). This indicates that our model with GCN, considering the potential connections between

![Fig. 3. The performance comparison of variants on four datasets.](image-url)
variables in MTS, works much better on the high-dimensional MTS than the low-dimensional MTS. That is, considering the connections between variables is essential for high-dimensional MTS anomaly detection.

Effect of LSTM-based attention. The comparison between MUT and MUTANT reflects the importance of the LSTM-based attention module for MTS anomaly detection. As shown in Fig. 3, MUT produces worse results than MUTANT on all datasets, reducing 9.4% performance in terms of F1-score on SWaT, which demonstrates the crucial role of our designed LSTM-based attention mechanism in learning the importance of each variable in each time window for MTS anomaly detection.

5.8. Parameter sensitivity

We now investigate the sensitivity of our MUTANT w.r.t. the important parameters, including time window length τ, the number of nearest neighbors k, representation of latent layer z, and size of training set. All experiments are conducted using the SMAP dataset, and the results are depicted in Fig. 4.

Fig. 4(a) shows the obtained results of MUTANT in terms of precision, recall, and F1-score by varying the length of time window from 1 to 75. It can be seen that the detection effect of MUTANT increases first and then decreases, as the length of the time window increases. When τ = 15, MUTANT achieves the best performance. This is because when the time window is too small, due to the limited data in the window, the correlation between the variables cannot be well captured. But when the time window is too large, it will contain too much complex information, and the inter-relationship between the variables becomes complicated and thus is not properly modeled.

The second parameter we study is how MUTANT responds to different k nearest neighbors. The value of k determines how many variables similar to the current variable are selected as neighbor nodes by connecting an edge. Fig. 4(b) presents the performance of MUTANT w.r.t. different choices of k. We can see that the effect of k on our model has similar observations with time window length τ. The model performance achieves the best when the value of k reaches 4. Only by selecting the appropriate k can we achieve the purpose of obtaining the potential connections between different variables. If the value of k is too small, the connections between some variables may be ignored, while when the value of k is too large, more connections are established between variables. But the relationship strength between the variables will be weakened by some noise, which does not reflect the real connections of variables.

From the results in Fig. 4(C), we can see that the performance of MUTANT gradually rises and then decreases slightly as the dimension of latent layer z increases and achieves the best performance when dimension J reaches at 20. The main reason is that if dimension J of the latent layer z is too small, it is difficult to retain the essential characteristics of the time series, i.e., too much information is lost, and it is not easy to be reconstructed, resulting in the overall error of normal samples be too large. Conversely, a larger dimension causes the reconstruction model to fail to capture the essential features, making our model unable to effectively distinguish abnormal samples from normal samples.

We next study the influence of the size of the training set on the detection performance. Fig. 4(d) illustrates the performance of our MUTANT with respect to the size of the training set. Specifically, we vary the ratio γ of the original training set for each experiment, for example, if γ is set to 0.9, we remove the first 10% of the training set and use the rest as the real training set. We can observe that the performance of our MUTANT remains stable when γ varies from 1 to 0.6. Namely MUTANT is robust relative to the size of the training set. Even with 40% of the training set, our model still achieves 0.9606 in F1-score, which is much higher than all other comparison algorithms.

Finally, we evaluate the impact of hyper-parameter α on the detection performance of MUTANT on SMAP and SWaT datasets. α is used to balance the importance of representation learning of temporal GCN and reconstruction module. The experimental results are shown in Fig. 5. As we can see, F1-score of MUTANT first increases to the maximal values and then decreases as hyper-parameter α increases. This is intuitive because both temporal GCN and reconstruction module are essential for precise detection as verified in the ablation study. As shown in Fig. 5(a), F1-score of MUTANT reaches maximum values when α falls around 1 on SMAP. Similarly, MUTANT achieves the best performance when α is set to 1 on SWaT in Fig. 5(b). This also suggests both our proposed representation learning and reconstruction module contribute a lot to the overall performance.

5.9. Robustness evaluation

In the process of data collection, due to the influence of external factors, some wrong data may be generated or mixed with some noise data, which often reduces the accuracy of detection.
Table 5
Anomaly detection results of MUTANT on contaminated training data.

<table>
<thead>
<tr>
<th>ε%</th>
<th>MSL</th>
<th>SMAP</th>
<th>SWaT</th>
<th>WADI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F1-score</td>
<td>Precision</td>
</tr>
<tr>
<td>1%</td>
<td>0.9563</td>
<td>0.9655</td>
<td>0.9609</td>
<td>0.9770</td>
</tr>
<tr>
<td>5%</td>
<td>0.9317</td>
<td>0.9840</td>
<td>0.9570</td>
<td>0.9391</td>
</tr>
<tr>
<td>10%</td>
<td>0.9284</td>
<td>0.9964</td>
<td>0.9461</td>
<td>0.9386</td>
</tr>
<tr>
<td>15%</td>
<td>0.9097</td>
<td>0.9968</td>
<td>0.9493</td>
<td>0.9413</td>
</tr>
<tr>
<td>20%</td>
<td>0.9062</td>
<td>0.9968</td>
<td>0.9493</td>
<td>0.9417</td>
</tr>
</tbody>
</table>

Therefore, the outlier detection models must have good robustness with noise data. To evaluate the robustness of MUTANT, we design the following experiment: we use generated random numbers to replace the original data in the training set so that the training set contains some noise. More specifically, we generate ε% random numbers of the training set and replace ε% values in the training set by randomly selecting time points and variable dimensions. It is worth noting that these random numbers do not obey any distribution in order to be closer to reality.

Table 5 shows the experimental results of MUTANT with different contaminated training sets on four datasets. We can observe that the performance of MUTANT decreases slightly with the increase of noise ratio ε. However, the average F1-score of MUTANT is only reduced by 2.31% even when noise accounts for 20%, which is still better than the performance of all baselines with original training sets shown in Table 3. The possible reason is that our MUTANT uses the variable features in each time window to construct the feature graph, and uses the embedding vectors of variables to replace the previous contaminated features to learn normal patterns in the reconstruction module, which effectively enhances the robustness of MUTANT to noise.

5.10. Case study

In this section, we investigate the effectiveness of the proposed model in detecting anomalies through a case study approach. In particular, we select two representative cases on MSL and SMAP datasets, respectively. Note that although two datasets include dozens of variables, we only select seven representative variables for convenience. As shown in Fig. 6, where vi represents the time series produced by the ith variable.

The case in Fig. 6(a) comes from the MSL dataset, and the data samples at t1 and t2 are the anomalies detected by our model, and they are also real anomalies. It can be seen from the figure that the changing trends of variables v1 and v2 and the changing trends of variables v5 and v6 are basically consistent, which indicates that there is a strong correlation between v1 and v2 and between v5 and v6. But at time t1, the changing trend between v1 and v2 changed, and the consistency is no longer maintained, which indicates that anomalies may occur in the system. The same is true for the anomaly at time t2. However, the time series generated by each variable has not changed drastically, and even remains within the normal range, so it is difficult for other anomaly detection models to find these anomalies. The proposed model, using temporal GCNs to model variables in time windows, captures the correlations between variables well and thus can effectively detect this type of anomaly.

The case shown in Fig. 6(b) comes from the SMAP dataset, where the data samples at time t1 and t2 are anomalies detected by our model, and they are also real anomalies. Since the time series data generated by variables v1, v2, and v3 are basically stable or change periodically, when the data changes significantly at time t1, the proposed model and other anomaly detection models can easily detect this anomaly. However, for the abnormality at time t2, the data generated by variables v1, v2, and v3 does not change. Although the time series data generated by variables v6 and v7 are in a state of continuous change, the data frequency at time t3 is accelerating. This anomaly here is successfully identified by our MUTANT based on this change, while it is not detected by other anomaly detection methods. This is because we propose an attention mechanism that assigns weights to different variables based on the time dependence of the time series data. This mechanism assigns different weights to variables in different time...
windows. At the time \(t_2\), the frequency of data changes generated by \(v_2\) and \(v_2\) is accelerated, and our model pays more attention to these variables and gives them greater weight so that abnormality at time \(t_2\) is detected.

5.11. Convergence of mutant

Fig. 7 shows the learning curves of the loss function of our MUTANT model on the four datasets, where the abscissa indicates the number of epochs, and the ordinate indicates the loss value. We can see that our model can converge quickly and remain stable, which reflects the high efficiency of our proposed model in this work.

6. Conclusion

In this paper, we propose a novel unsupervised method MUTANT for MTS anomaly detection. MUTANT first constructs a feature graph based on variable features for each time window in MTS and uses GCN to learn the embeddings for all variables. Then, MUTANT feeds the embeddings of variables into the proposed attention-based reconstruction module, which consists of an LSTM-based attention module that learns the importance of variables in each time window and a VAE module that learns the latent representation for each observation to capture normal patterns of MTS. Additionally, we use end-to-end training to optimize our model by a joint learning objective function. Experimental results on four public benchmark datasets demonstrate the superiority of the proposed MUTANT in comparison with state-of-the-art techniques. For future work, we are very interested in inducing a more robust self-supervised learning framework based on contrastive learning for MTS anomaly detection.
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